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Object-Aware Multimodal Named Entity Recognition
in Social Media Posts With Adversarial Learning
Changmeng Zheng , Zhiwei Wu , Tao Wang , Yi Cai , Member, IEEE, and Qing Li, Member, IEEE

Abstract—Named Entity Recognition (NER) in social media
posts is challenging since texts are usually short and contexts are
lacking. Most recent works show that visual information can boost
the NER performance since images can provide complementary
contextual information for texts. However, the image-level features
ignore the mapping relations between fine-grained visual objects
and textual entities, which results in error detection in entities with
different types. To better exploit visual and textual information
in NER, we propose an adversarial gated bilinear attention
neural network (AGBAN). The model jointly extracts entity-related
features from both visual objects and texts, and leverages an
adversarial training to map two different representations into a
shared representation. As a result, domain information contained
in an image can be transferred and applied for extracting named
entities in the text associated with the image. Experimental results
on Tweets dataset demonstrate that our model outperforms the
state-of-the-art methods. Moreover, we systematically evaluate the
effectiveness of the proposed gated bilinear attention network in
capturing the interactions of mutimodal features visual objects and
textual words. Our results indicate that the adversarial training
can effectively exploit commonalities across heterogeneous data
sources, which leads to improved performance in NER when
compared to models purely exploiting text data or combining the
image-level visual features.

Index Terms—Named entity recognition, social media posts,
adversarial training, bilinear attention network.

I. INTRODUCTION

SOCIAL media like Twitter and Instagram provide massive
user-generated information. These information plays a vi-

tal role in understanding human behaviors. Social media data
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are primary in unstructured forms, such as in free-form text or
images. Named Entity Recognition (NER), a task which tries to
locate and classify named entities into predefined categories, is
a critical step in mining social media data and a pre-processing
step for many downstream applications, such as breaking news
aggregation [1], cyber-attack detection [2] and disease outbreak
mining [3].

Traditional neural-based NER models achieve great success
in newswire domain but suffer from sharp performance decline
in social media domain. The main reason is that texts in social
media are usually short and informal, lack of contexts and full of
ambiguous expressions [4]. To tackle this problem, many meth-
ods are proposed to identify entities with external knowledge
base. Ritter et al. [5] proposed a distantly supervised method
which leverages a large amount of unlabeled data in addition to
large dictionaries. Li et al. [4] introduced an iterative method to
split tweets into meaningful segments and evaluated the method
on the NER task. However, these text-based methods purely
rely on text data and cannot effectively identify named entities
and their types when lacking of textual context. For example,
“Charlie” is incorrectly extracted as a person’s name rather than
a dog’s name in the sentence “Charlie is ready for this winter”
commenting on an image of a dog. Thus, named entities can be
identified not only based on the text data but also visual posts
associated with the texts.

Currently, with the development of the deep learning and
representation learning, neural network based multimodal NER
methods [6]–[9] have been proposed to utilize both image and
text information for predicting named entities in social media.
Despite showing great improvement against text-based methods,
these methods have two limitations:

The first remarkable limitation is that they ignore the map-
ping relations between visual objects and named entities. In a
sentence which contains multiple entities with multiple types,
there are more than one mapping between named entities and
objects within images. Previous multimodal NER methods [6],
[7], [9] representing the image with only one vector which is
trained on one semantic label will mislead their models to ex-
tract different types of entities into the same type. For example,
in Fig. 1, the sentence contains two entities with two different
types: a PER entity and a MISC entity. The detected visual object
with label “person” is related to the PER entity “Ang Lee”. The
object “trophy” is related to the MISC entity “Oscars”. Previous
work will incorrectly extract the two different types of entities in
to a same type. Compared to these methods combining image-
level features into multimodal features, object-level features (the
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Fig. 1. An example of the Twitter dataset. The visual object with label “per-
son” will lead to the detection of “Ang Lee” as PER category, and objects with
“trophy” will lead to the extraction of “Oscars” as the name of an award (MISC).
The object “bottle” is irrelevant to entities in this post.

representations of visual objects “person” and “trophy”) can re-
flect the mapping relations of visual objects and textual words.
These mapping relations help model to distinguish entities with
different types and extract entities precisely. Thus, it is necessary
to utilize the object-level features for identifying entities rather
than image-level features.

Another limitation is that previous works ignore the distri-
bution disparity of image and text features. They simply con-
catenate the representations of words and a related image to
predict entity labels [6], [7]. Due to the different distributions
of image and text, the alignments between named entities and
image regions cannot be captured in their methods, resulting in
poor NER performance. Therefore, an effective method should
be derived to bridge the distribution gaps for robust multimodal
representations in social media NER task.

To address the above problems, we propose an adversarial
gated bilinear attention network (AGBAN) to better exploit vi-
sual and textual information in social media NER. To capture
the mapping relations between visual objects and textual entities
(the first limitation), we introduce a gated bilinear attention net-
work (GBAN). Bilinear attention network (BAN), which is first
proposed by kim et al. [10], can exploit the interactions between
two groups of input channels, which can be utilized to capture
the relations of entities and objects. In Fig. 1, our bilinear atten-
tion network can take the mapping relations of different visual
objects (“person, trophy”) and textual entities (“Ang Lee, Os-
cars”) into account. The different visual objects help to extract
entities with different types (“person” for “PER” and “trophy”
for “AWARD”). We have also observed that some visual ob-
jects are irrelevant to any entities, for example, the visual object
“Bottle” is irrelevant to any entities in the sentence in Fig. 1.
In that case, we further extend the naive bilinear attention with
a object-level gated mechanism which can filter out irrelevant
visual objects. Compared to the previous work [6], which filters
out the irrelevant visual information in rough image regions, our
model precisely extracts the fine-grained objects and improves
the NER performance. To address the problem of distribution
disparity of image and text features (the second limitation), we

Fig. 2. General idea of our proposed network to achieve an improved,
modality-invariant subspace embedding with adversarial training. Shapes of the
same color are semantically similar.

propose to extend the GBAN framework with adversarial learn-
ing. Motivated by [11], [12], we consider to achieve an improved,
modality-invariant subspace embedding with adversarial learn-
ing, as shown in Fig. 2. Different from other methods which aim
to align single image and text, adversarial training can gener-
ate a shared and robust representation in modality space. The
modality-invariant subspace is built for a better fusion of the
two modalities without the semantic disparity. The fusion rep-
resentations of visual objects and textual words are sent to a
Conditional Random Fields (CRF) layer to predict entity labels.

Our main contributions can be summarized as following:
� We propose an adversarial bilinear attention network to

capture the correlations of visual objects and textual enti-
ties. The adversarial learning can build a common subspace
for a better fusion of the two modalities. The bilinear at-
tention network helps to align entities with related visual
objects. To the best of our knowledge, this paper is the
first to introduce adversarial learning and bilinear atten-
tion mechanism in multimodal named entity recognition
task to solve the problem of modality gaps and image-text
alignments.

� We extend the bilinear attention network with an object-
level gated mechanism to filter out the irrelevant visual
objects. Our model has a better performance than previous
image-level multimodal NER methods as it considers the
fine-grained visual features and precisely filters out irrele-
vant objects instead of rough image regions.

� We evaluate our method on multimodal named entity
recognition dataset based on Twitter data. Our experi-
mental results show that (i) the visual object information
from social media posts can improve the performance of
NER significantly, and (ii) the adversarial bilinear attention
network achieves a better representation for entity-object
alignments.

II. RELATED WORK

A. NER in Social Media

Named Entity Recognition (NER) has drawn attention of Nat-
ural Language Processing (NLP) researchers because it is a fun-
damental task in information extraction and can significantly
influence the performance of many downstream NLP tasks
such as relation extraction [13] and entity linking [14]. Neural
models have been proposed and achieved the state-of-the-art per-
formance in various datasets and domains [15]–[18]. Recently,
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NER in social media domain has raised attention since texts
in social media are explosively growing and provide abundant
user-generated information for various applications such as the
identification of natural disasters [19], [20], cyber attack de-
tection [2], [21] and breaking news aggregation [22]. However,
these NER methods suffer from highly reduced performance de-
terioration on social media posts because of the noisy and short
nature of texts on social media.

There have been several models to improve the traditional
NER framework for a better performance on social media.
Gimple et al. incorporate tweet-specific features including at-
mentions, hashtags, URLs, and emotions obtained by using a
new labeling scheme [23]. Ritter et al. propose a T-NER system
which uses LabeledLDA to exploit Freebase dictionaries as a
source of distant supervision [5]. However, their method only
identifies whether a span is an entity or not. Recently, Bald-
win et al. and Aguilar et al. report that performance gains from
leveraging external sources of information such as lexical infor-
mation (e.g., POS tags, etc.) and/or from several preprocessing
steps (e.g., token substitution, etc.) [24], [25].

Most of the previous methods only take the textual content
into account. However, people like to share their daily lives in
social media using not only texts but also image posts related
to the texts. Such visual content can help us recognize named
entities. Moon et al. [7] and zhang et al. [6] propose to leverage
the visual information to help extract entities. The visual content
and textual representations are related by attention mechanism.
However, they represent an image with one single vector trained
with only one semantic label, which cannot assist recognizing
multiple entities with different types. Our model introduces ob-
ject level representations to make the attention more focus on
effective regions in images and entity-relative objects can help
to extract the entities more precisely.

B. Multimodal Representation

A large number of researches have shown that combining
textual and visual representation as multimodal features can im-
prove the performance of semantic extraction tasks [26]–[29].
Based on current literature, posterior combination strategies are
most commonly used [26]. The simplest way of combining
visual and textual representations is concatenation [30], [31].
However, simple concatenation may bring semantic drift due to
the vector space discrepancy of vision and language. Silberer
et al. represent multimodal data with autoencoders [32]. En-
coders are fed with pre-learned visual and text features, and the
hidden representations are then used as multimodal embeddings.
Collell et al. propose to learn a mapping function from text to
vision [33]. The outputs of the mapping themselves are used in
the multimodal features. However, given an individual item of
a modality, there may exist more than one semantically simi-
lar items in another modality. Thus, these methods which focus
on pairwise similarity cannot effectively identify the mapping
relationships of items in different modalities.

To address this limitation, we propose to use adversarial learn-
ing. Adversarial learning is demonstrated effective for various
applications, like unsupervised domain adaptation to enforce

domain-invariant features [11], [34], [35], and regularizing cor-
relation loss between cross-modal items [36]. Adversarial learn-
ing provides an alternatively way to generate modality-invariant
representations without being restricted by item similarity. To
the best of our knowledge, though the adversarial learning ap-
proach has been proved successful in many areas [37]–[40], it
has not been effectively evaluated in multimodal NER tasks.

C. Bilinear Attention Network

Attention mechanism is widely used in a variety of deep learn-
ing tasks [6], [41], [42]. Anderson et al. mention that visual ob-
jects are much more natural bases for attention [43] and propose
a bottom-up attention model for Visual Question Answering
task [42]. Object-level features are considered as fine-grained
visual features and may be helpful to extract entities which are
related to different visual objects in multimodal NER task.

For multimodal NER (MNER) task, a modality attention,
which focuses on image, word and character level representation
has been proposed in [7]. Their method only takes the attention
of textual spans and single images into account. [6] propose an
adaptive co-attention model where text and image attentions are
captured simultaneously. There are variants of co-attention net-
works in recent years [44], [45]. However, these co-attention
methods use separate attention distributions for each modality,
neglecting the interaction between the modalities.

Bilinear attention network is considered good at exploiting
the interactions between two groups of input channels [10]. We
introduce bilinear attention network in multimodal NER task for
capturing the correlations of visual objects and textual entities.
We further extend the bilinear attention with a gated module to
filter out the irrelevant visual objects.

III. ADVERSARIAL GATED BILINEAR ATTENTION NETWORK

A. Problem Statement

In this paper, our goal is to predict the named entity label
sequence of a given multimedia post. Formally, given an input
sentence as T = (t1, t2, . . . , tn), where ti denotes the i-th token
in the sentence and n is the sentence length, and an input image
asV , our task is to predict a label sequenceY = (y1, y2, . . . , yn)
(e.g., in standard BIO2 formats [46]) corresponding to the sen-
tence T and image V , where yi denotes the label of i-th token
in the sentence.

We tackle the multimodal NER task with an adversarial gated
bilinear attention network model. Fig. 3. shows the overall ar-
chitecture of our model. In order to bridge the modality gap be-
tween image and text, adversarial learning is adopted to project
features from different modalities into a modality-invariant sub-
space. The adversarial learning consists of two feature projectors
(the textual feature projector and the visual feature projector)
and one modality classifier. We first project features of the sen-
tence and the image intoGT = fT (T, θT ) andGV = fV (V, θV ),
respectively, where fT is the textual feature projector with pa-
rameters θT , fV is the visual feature projector with parameters
θV , GT and GV are the projected textual features and projected
visual features in the modality-invariant subspace, respectively.
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Fig. 3. The overall architecture of our model. Our model utilizes the relevant objects as auxiliary contexts for understanding entities in sentences. Adversarial
learning is used to bridge the modality gap between text and visual. A gated bilinear attention network is applied to align entities with related visual objects and
fuse multimodal information.

Then, the projected textual and visual features are input to the
modality classifier. The feature projectors and modality classi-
fier “play” the min-max game to steer the representation learn-
ing. After that, a bilinear attention network (BAN) is introduced
to capture the relations of textual entities and visual objects. A
gated module is used following the BAN to filter out completely
irrelevant visual objects and outputs the multimodal represen-
tations. Finally, the conditional random field (CRF) layer takes
the multimodal representations as input to predict a NER label
sequence.

B. Textual Feature Projector

Similar to the state-of-the-art NER approaches [16], [47], we
use both word embeddings and character embeddings to repre-
sent the token. Given the input sentence, each token ti is first
embedded in latent space by word embedding:

xw
i = ew(ti), (1)

where ew denotes a word embeddings lookup table and xw
i ∈

Rdw . We use pre-trained 200-dimensional GloVe [48] embed-
dings to initialize it.

Previous works have shown that character representation
can improve the NER performance by capturing morphologi-
cal and semantic information [8], [16]. Similarly to [16], we
use Bi-LSTM to extract the character representations which
takes a sequence of character of each token as input. The to-
ken of input sentence can be seen as a character sequence:
ti = {ci,1, ci,2, . . . , ci,m}, where ci,j denotes the j-th charac-
ter for the i-th token in the sentence and m is the token length.
We first take the character embedding ec(ci,j) to represent each
character ci,j , where ec denotes a character embeddings lookup
table which is initialized randomly. Then we feed the embed-
ding xc

i,j ∈ Rdce of each character of the token ti into the

bi-directional LSTM to learn hidden states
−→
h c

i,1, . . . ,
−→
h c

i,m and

←−
h c

i,1, . . . ,
←−
h c

i,m. The final character representations for ti is the
concatenation of the forward and backward hidden states:

xc
i = [

−→
h c

i,m;
←−
h c

i,1], (2)

where xc
i ∈ Rdc , and dc is the hidden state dimension of this Bi-

LSTM. The token representationxt
i is obtained by concatenating

xw
i and xc

i :

xt
i = [xw

i ;x
c
i ], (3)

where xt
i ∈ Rdw+dc . To capture the contextual information,

we send the token representation xt
i into another bi-directional

LSTM. The forward and backward hidden state of the token ti
can be expressed as follows:

−→
h t

i =
−−−−→
LSTM(xt

i,
−→
h t

i−1), (4)

←−
h t

i =
←−−−−
LSTM(xt

i,
←−
h t

i−1). (5)

After that, the projected textual features are represented by
concatenating the forward and backward hidden state of the to-
ken ti as follow:

ht
i = [
−→
h i;
←−
h i] (6)

where ht
i ∈ Rd denotes the projected token features, which

can be interpreted as representation summarizing the token
ti. The sentence projected features can be denoted as GT =
{ht

1,h
t
2, . . . ,h

t
n} ∈ Rd×n, where n is the number of tokens in

the sentence. We define θT as the parameter set of embedding
layers and Bi-LSTM layers.

C. Visual Feature Projector

Image information in social media posts provides auxiliary
contexts for understanding entities in sentences. However, the
image-level information cannot help to extract entities with dif-
ferent type. With the guidance of object-level information, we
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can extract different type of entities corresponding to different
objects. For example, one can know that “Ang Lee” is a person
name with the guiding visual object “person,” and “Oscars” is an
award name with the guiding visual object “trophy”. Different
from previous multimodal named entity recognition works [6],
[7], [9], we utilize the object detection model Mask RCNN [49]
which is pre-trained on the COCO dataset [50] to recognize the
objects in images. We chose the output of last pooling layer of
Mask RCNN as the visual object features, which contains the
discriminative information describing the semantic of each ob-
ject. In most cases, only the salient objects are related to the
entities mentioned in a sentence. Thus, we consider the top k
objects with the highest object classification probabilities, de-
noting as ṽ = {ṽ1, ṽ2, . . . , ṽk} ∈ R1024×k, where ṽi ∈ R1024

denotes the features of the i-th object.
To ensure that feature projector has enough capacity of rep-

resentations capturing large margins of statistical properties be-
tween the image and text modality, we select feed-forward net-
work as the feature projector, denoted as fV with parameters
θV . The visual feature projector maps the object features from
Mask RCNN into new vector with the same dimensions as the
projected textual features:

vi = fV (ṽi; θV ), (7)

where vi ∈ Rd is the projected visual features of i-th object.
Thus, the projected features of object set can be denoted asGV =
{v1,v2, . . . ,vk} ∈ Rd×k.

D. Adversarial Learning on Modality Classifier

After obtaining the projected textual and visual features, we
next input these projected features into modality classifier, which
guides the process of modality-invariant feature learning. The
modality classifier will distinguish whether the input features
come from visual feature projector or textual feature projector,
which acts as a “discriminator” in GAN (Generative Adversarial
Networks) [51]. In our experiments, the modality classifier D is
constructed by a 3-layer feed-forward network with parameters
θD (see Section IV-A2 for implementation details), and a soft-
max layer is applied to obtain the probability distribution over
classes.

To train the modality classifier, the projected textual features
are assigned to the label 1, while the projected visual features
are assigned to the label 0. Then, the adversarial loss Ladv can
be defined as:

Ladv(θT , θV , θD) = − 1

n+ k

n+k∑
i=1

(τilog(D(oi; θD))

+ (1− τi)log(1−D(oi; θD))), (8)

where n is the number of words in the sentence, k is the num-
ber of objects in the image, oi ∈ {ht

j ,vl}, j = 1, . . . , n and l =
1, . . . , k is the token features from the textual feature projector
or object features from the visual feature projector. τi is the
ground-truth modality label of oi, D(oi; θD) is the generated
modality probability of the projected feature oi.

E. Gated Bilinear Attention Network

To better map relations of different visual objects and tex-
tual entities, we boost the bilinear attention network with gated
module as show in Fig. 4. Bilinear attention network (BAN)
has succeeded in multimodal learning task [10], which can ex-
ploit the interaction between the modalities by computing the
correlation between each pair of the input channels.

Given the sentence projected features GT ∈ Rd×n obtained
by the textual feature projector and the projected features of ob-
ject set GV ∈ Rd×k obtained by visual projector, where d is the
number of feature dimension of each token or object. As shown
in the upper part of Fig. 4, we first reduce both modality fea-
ture dimension simultaneously, and then calculate the semantic
similarity of each object and token. The attention mapA can be
formally defined as:

A = softmax
(((

1 · pT
)
◦ GTT Wt

)
WT

v GV
)
, (9)

where 1 ∈ Rn is a vector of ones,p ∈ Rd′ is a pooling parameter
matrix which takes each element of the hadamard product vector
between tokens and objects into account and gains the attention
scores.Wt ∈ Rd×d′ andWv ∈ Rd×d′ are parameter matrices, ◦
is Hadamard product (element-wise multiplication), and remind
thatA ∈ Rn×k. The softmax function is applied element-wisely.
Note that each element Ai,j in the bilinear attention map A
denotes the relationship between i-th token in the sentence and
the j-th object in the image.

Then, we can calculate the attention based visual object fea-
tures for each token in sentence as follows:

GattV = (WaGV )AT . (10)

where Wa ∈ Rd×d is a parameter matrix, and GattV ∈ Rd×n.
Consider that not all objects in images are relevant to entities

in sentences. For example, as shown in Fig. 3, “bottle” is an
irrelevant visual object for recognizing “Ang Lee” as a person
name or “Oscars” as an award name. We design a filter gate
which can determine if the object is related to the words in
sentences. For calculation convenience, we leverage a single
layer perceptron with activation function tanh to project the
attention based visual features and textual features into lower
dimensions. We next compute a multimodal gate with sigmoid
function as shown in the lower part of Fig. 4. The Gated Filter
is defined as:

hv = tanh(WgvGattV ), (11)

ht = tanh(WgtGT ), (12)

g = σ(Wg[hv;ht]), (13)

where Wgv ∈ Rdg×d, Wgt ∈ Rdg×d and Wg ∈ Rd×2dg are
trainable parameters, σ is the logistic sigmoid activation which
be used as gated function. hv ∈ Rdg×n, ht ∈ Rdg×n and g ∈
Rd×n.

After that, we apply the multimodal gate to filter useless vi-
sual object information from the attention based visual feature.
Finally, we add the gated attention based visual features and
projected textual features to generate the multimodal features:

GM = g ◦ GattV + GT . (14)
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Fig. 4. Overview of gated bilinear attention network. The two modality features, sentence projected features and projected features of object set, are used to get
bilinear attention maps. A gated module is designed to filter out the irrelevant visual objects, which results in the multimodal representation. The⊕ sign in the Gate
Module indicates add operation.

where GM ∈ Rd×n is the multimodal features of the sentence.
We define θGBAN as the parameter set of all parameter matrices
W and p in the Gated Bilinear Attention Network.

The gated module is designed to filter out irrelevant visual ob-
jects by considering the relations between objects and entities,
as shown in Equation (11–14). However, to preserve the orig-
inal textual information, which we think is more important in
identifying entities, we add the filtered object features g ◦ GattV

with textual features GT to get the final multimodal features.

F. Output Layer

In the named entity recognition task, the correlations between
labels in neighborhoods are beneficial to predict correctly the
chain of labels. For example, I-PER cannot follow I-OTHER in
BIO2 annotation. Therefore, instead of modeling tagging deci-
sions independently, we use Conditional Random Fields (CRF)
to model the label dependence, which has been shown to im-
prove named entity recognition task. For an input sentence:

T = (t1, t2, . . . , tn), (15)

in order to get the score matrix, we apply the single feed forward
layer to the multimodal features obtained by the gated bilinear
attention network:

S = GTMWs, (16)

where Ws ∈ Rd×dl is a parameter matrix, S has size n× dl, dl
is the number of distinct tags, and Si,j is the score of the j-th tag

of the i-th token in a sentence. For a sequence of predictions:

Y = (y1, y2, . . . , yn), (17)

the score of Y can be defined as follows, which takes the
model prediction and the dependencies among contexts into
consideration:

Φ(T, Y ) =

n−1∑
i=1

Qyi,yi+1
+

n∑
i=1

Si,yi
, (18)

where Q ∈ Rdl×dl is a parameter matrix of transition scores,
and Qi,j represents the score of a transition from the tag i to
tag j. Then, a softmax is applied to all possible tag sequences to
yield a probability for the sequence Y :

p(Y |T ) = eΦ(T,Y )

∑
Ỹ ∈YT

eΦ(T,Ỹ )
, (19)

where YT is the set of all possible tag sequences for a sentence
T . During training phase, we maximize the log-probability of
the correct label sequence. So the CRF loss can formally defined
as follows:

Lcrf (θV , θT , θGBAN , θCRF ) = −log(p(Y |T ))

= log

⎛
⎝ ∑

Ỹ ∈YT

eΦ(T,Ỹ )

⎞
⎠− Φ(T, Y ), (20)

where θCRF denotes the parameter matrices Ws and Q of CRF
layer. We optimize our network to produce a valid sequence of
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Algorithm 1: Pseudocode of Optimizing Our Proposed AG-
BAN Model.
Initialization:Images for current batch
V = {v0, v1, . . . , vN}, sentences for current batch
T = {T0, T1, . . . , TN}, corresponding labels for current
batch Y = {Y0, Y1, . . . , YN}, γ samples in a minibatch.

update until convergence:
1: for z − steps do
2: update parameters θV , θT , θGBAN and θCRF by

descending their stochastic gradients:
3: θV ← θV − μ · ∇θV

1
γ (Lcrf − Ladv)

4: θT ← θT − μ · ∇θT
1
γ (Lcrf − Ladv)

5: θGBAN ← θGBAN − μ · ∇θGBAN

1
γ (Lcrf − Ladv)

6: θCRF ← θCRF − μ · ∇θCRF

1
γ (Lcrf − Ladv)

7: end for
8: update parameters of modality classifier by ascending

its stochastic gradients through Gradient Reversal
Layer:

9: θD ← θD + μ · ∇θD
1
γ (Lcrf − Ladv)

10: returnlearned parameters in the AGBAN model.

output labels by minimizing the CRF loss Lcrf . During decod-
ing, the label sequence Y ∗ with the highest conditional proba-
bility is selected as output label sequence:

Y ∗ = argmax
Ỹ ∈YT

p(Ỹ |T ). (21)

G. Optimization for CRF and Adversarial Learning

As mentioned above, at training, we maximize the adversarial
loss Ladv to optimize the parameters (θV , θT , θD), which can
make the two modality distributions similar. At the same time,
we minimize the CRF loss LCRF to optimize the parameters
(θV , θT , θGBAN , θCRF ), which can keep the task-specific infor-
mation needed to complete named entity recognition. Since the
goal of these two optimizations sub-process is opposite, the to-
tal optimization process can be formally described as a min-max
game:
(
θ̂V , θ̂T , θ̂GBAN , θ̂CRF

)
= argmin

θV ,θT ,θGBAN ,θCRF(
Lcrf (θV , θT , θGBAN , θCRF )− Ladv(θV , θT , θ̂D)

)
, (22)

θ̂D = argmax
θD

(Lcrf (θ̂V , θ̂T , θ̂GBAN , θ̂CRF )

− Ladv(θ̂V , θ̂T , θD)). (23)

Following the work of Ganin et al. [11], we apply the Gra-
dient Reversal Layer (GRL) for our model to implement this
min-max game as shown in Fig. 3. There is no other parame-
ters in GRL except the meta-parameter λ. The GRL acts as an
identity transform during the forward propagation, while multi-
plying the gradient by−λ and passing the processed gradient to
preceding layers when back-propagating. Mathematically, the

TABLE I
STATISTICS OF THE TWITTER DATASET

TABLE II
HYPERPARAMETERS

gradient reversal layer Rλ(x) can be formulated as:

Rλ(x) = x, (24)

dRλ

dx
= −λI, (25)

where I is an identity matrix. As shown in the Algorithm 1, the
min-max optimization game can be performed simultaneously
with the GRL layer.

IV. EXPERIMENT

A. Experimental Setup

1) Dataset: We evaluate our model on a multimodal social
media dataset [6] from Twitter. It contains 8257 tweets posted by
2116 user. The dataset contains four different types of entities:
Person, Location, Organization, Misc. We leverage the stan-
dard BIO2 tagging scheme as most previous NER works [6], [16]
in which non-entity is tagged with label O. The total number of
entities is 12784. Following the same settings as zhang et al. [6],
we split the dataset into training set, development set and testing
set, which contain 4000, 1000 and 3257 tweets, respectively. The
statistics of each type of named entities in training, development
and test sets are shown in Table I.

2) Implementation Details: Table II shows the hyperpa-
rameters used in our experiments, which mostly follow yang
et al. [47]. GloVe 200-dimension [48] is used to initialize word
embeddings. The out of vocabulary (OOV) words are initial-
ized by randomly sampling from a uniform distribution of
[−√ 3

dw
,
√

3
dw

], where dw is the dimension of the word embed-
dings [52]. The weights of the character embedding layer are ran-
domly initialized from a uniform distribution of [−√ 3

dce
,
√

3
dce

],
where dce is the dimension of character embeddings and we set
dce = 30. The word and char embeddings are fine-tuned dur-
ing training. The hidden dimensions of char-level Bi-LSTM and
word-level Bi-LSTM are set to 50 and 200, respectively. We
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choose the optimal number k of selected object based on the vali-
dation results. The dimensions of parameter matrices for GBAN
and Gate module are 200. The size of CRF transition parameter
matrix is 9 which corresponds to the label counts (e.g., for the
label PERSON, we tag the beginning and the other words with
B-PER and I-PER).

We implement our model on PyTorch framework.1 To avoid
overfitting, we apply dropout [54] to both word and char em-
beddings with a rate of 0.5. The mini-batch stochastic gradient
descent (SGD) with a decayed learning rate is used to update
parameters. We set the batch size to 10, k − steps to 8 and the
learning rate to 0.005. The learning rate decay is 0.05.

3) Evaluation Metric: Standard precision, recall and F1-
score are used as the evaluation metrics for our experiments.
We select the optimal model base on the performance on devel-
opment datasets, and report the performance of selected model
on the test dataset.

4) Baseline Methods: To validate the effectiveness of our
model, we compare our model with several baseline models.
Our experiments mainly concern two groups of models: the
state-of-the-art models and the variants of our model.

Previous State-of-the-art Models: we compare our model
with following existing state-of-the art models.
� Stanford NER: The Stanford NER is a tool that is widely

used to handle named entity recognition task. It was pro-
posed by finkle et al. [53].

� T-NER: T-NER [5] is a model that focuses on named en-
tity recognition in tweets domain. A set of widely-used
effective features are used in T-NER, such as, dictionary,
contextual and orthographic features.

� CNN+BiLSTM+CRF: This is an end-to-end NER system
proposed by ma et al. [15]. It introduces the character-
level representation to enhance the feature representation
for each word and achieved the best result on the CoNLL
2003 test set as the author reported.

� MNER-MA: The multimodal NER model proposed by
moon et al. [7] incorporates visual information with a
modality attention module. Since they did not provide the
data and code used in their paper, we reimplement their
model following the same settings and validate on the Twit-
ter dataset.

� VAM: The visual attention model [9] is another neural
model for multimodal NER task. This model is composed
by a BiLSTM-CRF model and a designed visual attention
model. Also, we reimplement their model following the
same settings of their paper since they did not provide the
code and data.

� AdapCoAtt Model: The adaptive co-attention network
proposed by zhang et al. [6] is a multimodal model for
named entity recognition in tweets, which combines the
visual information and textual information.

� BERT-NER: We compare our model with contextual lan-
guage models to show the effectiveness of combining
object-level features. We use the BERT BASE model [17]
and fine-tuning in the Twitter dataset.

1https://pytorch.org/

Variants of Our Model: We set the ablation experiments to
illustrate the contribution of each component in our model. For
fair comparison, we use the same parameter settings for each
model.
� Object-Concat (Text + Object + Concatenate): This

model is a baseline of our model without Bilinear Attention
Network module, Gated module and Adversarial Learning
module. Instead of using Gated Bilinear Attention, we sim-
ply concatenate the object features with textual represen-
tations. Specifically, we simply concatenate all the object
features as the global visual features and use the feed for-
ward layer to fuse different visual object features. Then,
the new global visual features are added to each word in
sentences for the multimodal features.

� Object-BAN (Text + Object + BAN): This is a variant of
our model based on Object-Concat model, while we add
the Bilinear Attention Network to capture the correlations
between words and visual objects. And we directly add the
attention based visual features to the word features for each
word without the Gated module.

� Object-GBAN (Text + Object + Gated + BAN): This is
another variant of our model based on Object-BAN, with
the Gated module to filter out the useless visual object
features. For all our models without adversarial training,
the feature projector is trained by deleting the adversarial
loss from Equation (22).

� Object-AGBAN (Text + Object + Adversarial Learning
+ Gated + BAN): This is the complete model. It utilizes the
Adversarial Learning to bridge the modality gap between
word features and object features. The Bilinear Attention
Network is used to find the mapping relations between
words and objects, and Gated module in Bilinear Attention
Network is designed to filter out the irrelevant visual object
features. Finally, the multimodal features are input to CRF
layer for inference.

B. Result and Discussion

1) Comparison With Existing Models: We first compare our
model with 7 state-of-the-art models on Twitter dataset. Ta-
ble III shows the testing results of compared models and our
models. Our Object-AGBAN model significantly outperforms
the compared models in F1 value. CNN+BiLSTM+CRF [15]
is a textual baseline of our models without the visual informa-
tion. The state-of-the-art multimodal NER methods: MNER-
MA [7], VAM [9] and AdapCoAtt Model [6], outperform the
textual baseline by considering the image-level features. How-
ever, we show that when incorporating the object-level features,
the model performance is improved from 70.69% to 73.25%. We
also compare our model with pre-trained contextual language
model BERT-NER [17]. Our variant model Object-Concat gains
comparable results against BERT-NER, and we show that with
the Gated Bilinear Attention module and Adversarial Learning,
our model can outperform the BERT-NER in Precision and F1
values.

2) Ablation Study: The second part of Table III shows the
performances of our variant models. The results demonstrate that
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TABLE III
RESULTS ON THE TWITTER TEST SET. THE FIRST PART IS RESULTS OF SEVERAL STATE-OF-THE-ART MODELS. THE SECOND PART IS PERFORMANCES OF OUR

MODELS. RESULTS ON ROWS WHERE THE MODEL NAME IS MARKED WITH A ‡ SYMBOL ARE REPORTED AS PUBLISHED, ALL OTHER NUMBERS HAVE BEEN

COMPUTED BY US. ∗ INDICATES THE DIFFERENCE AGAINST THE F1 OF OUR BASELINE VARIANT (OBJECT-CONCAT) IS STATISTICALLY SIGNIFICANT BY

ONE-TAILED PAIRED t-TEST WITH p < 0.01

all the components of our model play a critical role in improving
NER performance.

Object-Concat is a baseline of our model without Bilinear
Attention Network, Gated module and Adversarial Learning.
The F1-score of this model is 71.85%, which is higher than
all compared state-of-the-art models (comparable to the BERT-
NER model). That demonstrates the effectiveness of using visual
object features.

Object-BAN is an improved model against Object-Concat,
which leverages the Bilinear Attention Network module to cap-
ture the relevance between words and objects instead of simple
concatenation. By adding the Bilinear Attention Network mod-
ule, the F1-score is improved from 71.85% to 72.55%, revealing
the effectiveness of Bilinear Attention Network module. Partic-
ularly, we can find that Object-BAN model gains a 74.72% pre-
cision score, which is higher than the Object-Concat model. A
possible reason is that Bilinear Attention Network can exploit
the interactions between words in sentences and visual objects
in images and better capture the relations of textual entities and
visual objects. The fine-grained relevant visual object features
help model to extract named entities correctly.

Object-GBAN is based on Object-BAN, but a Gated module
is added to filter out completely irrelevant visual objects infor-
mation. We can find that gated module gains a higher precision
score, and finally improves F1-score from 72.55% to 72.84%
compared to Object-BAN.

Object-AGBAN is the complete model composed of Object-
GBAN and adversarial learning. It uses adversarial learning
to bridge the modality gap between visual and textual fea-
tures. By mapping two modality features to a common sub-
space, Object-AGBAN achieves the highest Recall 72.39% and
F1-score 73.25%.

3) Performance on Categories: Table IV shows our results
on four categories. Compared to two state-of-the art models [5],
[6], the Object-AGBAN achieves the best F1-score on all four
entity categories. Specifically, our model achieves more im-
provements on ORG and MISC categories. A possible expla-
nation is that ORG and MISC entities require more fine-grained
visual objects information as auxiliary context to be recog-
nized. For example, we can recognize the ORG entity “Chicago

TABLE IV
OUR RESULTS ON FOUR CATEGORIES COMPARED TO T-NER AND

ADAPCOACTT MODEL ON THE TWITTER TEST SET

TABLE V
THE RESULT (F1 VALUE) OF OUR MODEL ON THE TWITTER TEST

SET WITH AND WITHOUT DROPOUT

TABLE VI
RESULTS OF OUR PROPOSED MODEL ON DIFFERENT OBJECT NUMBER

Blackhawks” is a hockey team name with visual object “ball”
and “person”. And the MISC entity “Paulus” can be recognized
as a dog’s name, with the help of the visual object “dog” in the
image.

4) Parameter Sensitivity: In this section, we further discuss
the performance of our model on different settings of the pa-
rameters. Specifically, we check the sensitivity of the number of
objects k and the impact of dropout.

To illustrate the contribution of dropout, we remove all
dropout layers in our model, and keep other hyper-parameters
consistent with our model. Table V shows those results of our
models on Twitter test set. The performance on each category
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Fig. 5. The t-SNE visualization of test data in Twitter dataset. The orange color points represent textual features and the blue color points represent the visual
features.

Fig. 6. Visualization of the bilinear attention maps for two samples from Twitter test set. In each group, the image is shown in the left, the visualization of the
bilinear attention map is shown in the right. The horizontal axis shows sentence and the vertical axis denotes selected object. the color in each grid cell shows the
relevance between relative words and objects.

Fig. 7. Development of the adversarial loss and CRF loss of our model on the
Twitter dataset during the training process

and overall is improved by adding dropout. The possible reason
is that dropout can avoid overfitting. Our model achieved the
state-of-the-art performance with dropout.

As mentioned in Section III, we chose the top k detected ob-
jects according to the detection possibility of each object in an
image. Table VI shows the results of our model with different
number of selected objects. As can be noted, the F1-score firstly
increases and then decreases with the changes of the selected
objects, and we achieve the best F1-score when setting the num-
ber of objects to 3. When we only select the most salient object,
the performance declines by 2.24%. The reason is that not only
salient object is important to recognize different named entities
in sentences, small object also can be useful. For example, in

Fig. 3., the “trophy” object in image is small, however, it is use-
ful to recognize the “Oscar” as an award name. Meanwhile, too
many visual objects may bring noise into the prediction of en-
tities. However, even if given 5 visual objects, the performance
is only decreased by 0.44%. The main reason is that the Gated
Bilinear Attention Network can filter out irrelevant visual object
information.

5) Effect of Adversarial Learning: In our model, we apply
adversarial learning to bridge the modality gap between im-
age and text. During training phase, we jointly optimize the
CRF loss and adversarial loss in the objective function by us-
ing GRF layer. To explore the effect of adversarial learning in
our model, we visualize the adversarial loss and the CRF loss
from epoch 1 to 200 in Fig. 7. As shown in the Fig. 7, the CRF
loss firstly decreases and then converges smoothly. While the
adversarial loss firstly increases during 0 to 25 epochs, which
illustrates that the feature projector is working to bridge the
modality gap. In this case, modality classifier is unable to dis-
tinguish exactly which modality the features come from. Then
the adversarial loss decreases during 25 to 75 epochs, which
means that the modality classifier is getting stronger to better
guide the process of feature project. And then the adversarial
loss fluctuates and converges until 150 epochs. This denotes the
“adversarial learning” between the modality classifier and the
feature projector. Finally the adversarial loss keeps stable. These
results are in line with our expectation that the modality classifier
in our model acts as a discriminator for guiding the direction of
forming a common modality subspace. If the value of adversar-
ial loss would explode, modality classifier would be too weak to
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Fig. 8. Four examples for illustrating the effectiveness of objects information in images. The left and right examples are the results of our model comparing to
CNN+BiLSTM+CRF [15] and AdapCoAtt Model [6], respectively. In each group, the image is shown in the left, while the sentence with ground-truth, selected
objects and predicted entities are showed in the right. Our model recognizes named entities precisely when fine-grained visual objects information is used as
auxiliary context.

guide the feature projector to project two modality features into
a common space. Conversely, if the adversarial loss decreased
to zero, modality classifier would win the minmax game, which
means that the feature projector fails to project two modality
features into a common space.

To further evaluate the effectiveness of Adversarial Learning,
we use t-SNE tool to visualize the distribution of the projected
features from our trained model on Twitter dataset. Specifically,
we first randomly select 500 tokens or objects from test data
in Twitter dataset for each modality. Then, the trained model is
used to get the projected features. For training t-SNE, we set the
perplexity to 60, and train the t-SNE for 500 iterations. Fig. 5(a)
and (b) are the t-SNE visualizations of projected features without
and with adversarial learning, respectively. Fig. 5(b) illustrates
that adversarial learning can bridge the modality gap and align
distributions of different modality features.

6) Visualization of BAN: To validate that our model is able
to find the correlations between words in the sentence and ob-
jects in the image. We select two samples from Twitter test set,
and visualize the Gated Bilinear Attention Network in Fig. 6.
In the left group, the sentence is “Chicken Alfredo made for me
by the one and only @masonvogel,” and the objects selected
from image are “cake,” “dining table” and “cup”. As shown in
Fig. 6(a), our bilinear attention network identifies that “Chicken
Alfredo” is most relevant to the extracted objects, and the visual
object information can help to recognize the “Chicken Alfredo”
as a MISC entity. In the right group, the sentence is “RT @Ker-
riFar:RT@mscator: Kolo loves the sun and is so pretty, too. #
grilling,” and the selected object is “dog”. Our bilinear attention
map also finds that “dog” is most relevant to “Kolo,” which helps
model to identify “Kolo” as a dog’s name, instead of a name of
a person.

7) Case Study: Visual Object information is very important
for recognizing named entities in social media posts. We take
four examples in Twitter test set for illustrating the effectiveness

of our proposed model. Fig. 8(a) shows the predicted results of
our model and the CNN+BiLSTM+CRF model. As shown in the
first row of Fig. 8(a), even though the CNN+BiLSTM+CRF can
locate the named entity “Mickey,” it incorrectly classifies its type
to “PER”. The reason is that the sentence is short and lack of con-
text. With the guiding visual object “cat” in the image, our model
can correctly predict “Mickey” as MISC, which is a name of a
cat. In the second row of Fig. 8(a), CNN+BiLSTM+CRF incor-
rectly recognizes the “Plymouth Barracuda” as LOC named en-
tity, and our model correctly predicts the “Plymouth Barracuda”
as the car name, i.e., MISC entity, with the guiding visual object
“car” in the image.

In the Fig. 8(b), we compare our model with AdapCoAtt
Model [6] which utilizes the image-level features as visual rep-
resentations. As shown in the first row of Fig. 8(b), our model
can extract the PER entity “Jesus” and PER entity “Kanye” cor-
rectly, while AdapCoAtt Model can only extract the PER entity
“Kanye”. A possible explanation is that our model detects that
the two people in the image are relative to “Jesus” and “Kanye”.
However, the image-level features used in AdapCoAtt Model
can only provide visual information about one person, which re-
sulted in missing another PER entity “Jesus”. The sample shown
in the second row of Fig. 8(b) also illustrates the advantages of
using fine-grained object information. The model identify the
“Mike Douglas Show” as a name of a perform, i.e. MISC en-
tity, by using the guidance of visual objects “Person,” “Hand-
Bag” and “Tie” as auxiliary contexts. However, the image-level
AdapCoAtt Model incorrectly extract “Mike Douglas Show” as
a name of a person since “person” is the main information of
this image.

Fig. 9. shows some failed examples of our proposed Object-
AGBAN model. NER performance mostly benefits when the
words of sentences are well-aligned with visual objects in im-
ages, however, it is not always the case in social media. The
examples in Fig. 9 indicates that when sentences lack contexts
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Fig. 9. Error analysis of our proposed Object-AGBAN model. In each group,
the image is shown in the left, while the sentence with ground-truth, selected
objects and predicted entities are showed in the right. Our model and the com-
pared methods extract the entities incorrectly when visual objects cannot reveal
the label semantics of entities.

and also, the extracted objects cannot reveal the label seman-
tics of entities, our model makes the error predictions. In the
first row, “Yamaha Motor” is a name of a company. However,
since we extract the object “Airplane” in the image, our model
incorrectly identifies the entity as a name of a MISC entity. The
Text-based CNN+BiLSTM+CRF model extracts “Yamaha” as
a person name without the textual contexts. The image-level
AdapCoAtt model gets the same results as ours with the identi-
fication of an airplane.

The same thing happens in the example in the second row
when “Jonas brother” is another company name. Our model
extracts the “Jonas” as a person name with the guiding of selected
objects “Person” and “Cell phone,” the same as the AdapCoAtt
model and the CNN+BiLSTM+CRF model.

V. CONCLUSION

In this paper, we present the adversarial gated bilinear at-
tention network (AGBAN) for multimodal named entity recog-
nition in social media posts. Adversarial learning framework
can build the common subspace for different modalities and
generate modality-invariant representations bridging vision and
language. We extend the bilinear attention network (BAN) with
gated mechanism. The BAN exploits bilinear interactions be-
tween two groups of input channels and the gated module can
filter out irrelevant visual information.

The object-level visual features contribute significantly to the
final NER results. Experimental results demonstrate that the
gated bilinear attention network can capture the correlations of
visual objects and textual entities which helps to extract entities
precisely.

For future work, we consider to combine knowledge-based
methods in our multimodal representation for a more robust and
effective NER model.
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